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• SCTP’s current failover mechanism uses the 
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thresholds and the network parameters to develop an 
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• Resilient Overlay Networks (RON)
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recover from path outages within several seconds

• Rocks: Reliable Sockets

• Protects apps from path failures common to mobile 
computing such as link failures and IP address changes

• Migrate

• End-to-end framework for Internet mobility that supports 
rebinding of endpoints for established TCP connections

• Fine-grained server failover mechanism of long-running 
connections 

• Migratory TCP (M-TCP)

• Mechanism to migrate live TCP sessions to a redundant 
server upon server overload, network congestion, etc.
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• Reordering due to changeover causes spurious fast 

retransmissions and congestion window overgrowth

• Occurrence of reordering increases due to sender 
introduced route changes

• Illustration of cwnd overgrowth problem

• Is this problem a “corner case”?  …NO!

• Cause of the problem: inadequacies and solutions

• Inadequacy: Retransmission ambiguity 

Solution: Rhein Algorithm (variation of Eifel Algorithm)
Distinguish between acks for transmissions and 
retransmissions

• Inadequacy: Congestion control is unaware of changeover

Solution: Changeover Aware Congestion Control (CACC)
Algorithms - prevents spurious fast retransmits
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• Overcomes several TCP & UDP limitations
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• Became an IETF Proposed Standard in October 2000 
(RFC2960) under the SIGTRAN working group

• Handed to Transport Area working group for 
continued work
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Changeover
• Sender decides primary destination address for traffic

• Sender can change primary destination address 
during an active association

• Utilities (pending further research):

• End-to-end mobility (with ADD/DELETE IP extension)

• End-to-end load balancing
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new path avail bw 
(kbps)

changeover time 
(ms)

Using:
•Old path avail bw – 500 kbps
•Old path end-to-end delay for  negligible sized packets – 50 ms
•New path end-to-end delay for  negligible sized packets – 50 ms

min packets outstanding on 
old path dur ing changeover

Multihoming

• 4 possible TCP connections:
• (A1,B1) or (A1,B2) or (A2,B1) or (A2,B2)

• 1 SCTP association:
• ({ A1,A2} ,{ B1,B2} ) 

• Primary destinations for A & B (e.g., A1 & B1)

• Heartbeats determine reachability of idle destinations

• Failover to an alternate destination if primary fails
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Failover
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• Failover to B2 (ie, traffic temporarily migrates to B2)

• Upon B1’ s restoration, traffic migrates back to B1
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